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We are experiencing the fallout from
the lunge toward a paperless society

without a technology infrastructure. As
McNamara said during the Vietnam War,
“If you don’t watch the periphery, it will
soon become the center” [1]. Security has
become the center but a center that spans
many dimensions.

Cybersecurity has many dimensions,
and currently players are free to choose the
dimension that best suits their back-
ground, experience, interest, or business
objective. The challenge facing the country
is to frame the issue realistically, to distill
those factors that impact on the national
interest, and to do so with intellectual hon-
esty and no self-interest. In large measure,
we are engaged in operation barn door,
and the horse has already left.

What are the dimensions of security?
• It spans threats, vulnerabilities, and

readiness.
• It spans the industry’s underlying soft-

ware architecture and environment,
and its inability to field trustworthy
software systems.

• It spans industry best practices and
certification of processes, people, and
products.

• It spans the private and public sector
and the tensions between them.

• It spans legislative directions with its
unintended consequences that impact
security.

• It spans the government regulatory
infrastructure.

• It spans business with its lack of an
essential driving incentive to promote
security.

The following sections discuss these
dimensions of security in more detail.

Threats,Vulnerabilities, and
Readiness
Security spans threats, vulnerabilities, and
readiness. The primary software security
focus needs to shift from threats and vul-
nerability to readiness and survivability.
Threats are not well understood. Even as
we struggle to determine the profile of
future incidents, the analysis of past inci-
dents yields only an incomplete and some-
times contradictory profile [1].

The number of security incidents
reported to the Computer Emergency
Response Team (CERT) Coordination
Center has doubled in recent years (see
Figure 1). In 2003, 137,529 incidents were
reported compared to 82,092 in 2002. In
2001, 52,659 incidents were reported com-
pared to 21,756 in 2000 and 9,859 in 1999.
Cyberattack tools permit sophisticated

attacks to be carried out by unsophisticat-
ed intruders with minimum knowledge
who are supported by 30,000 hacker sites
on the Web with help and downloadable
scripts.

Even as we struggle to determine the
profile of future incidents, the analysis of
past incidents yields only an incomplete
and sometimes contradictory profile.
Ninety percent of security threats exploit
known flaws, 60 percent are random, and
40 percent are targeted, but the degree of
persistence is unknown. While probably
100 percent of U.S. enterprises are
attacked, only 30 percent admit to being
attacked, perhaps because insiders carry
out 70 percent of these attacks.
Interestingly, 17 percent of attacks are
attributed to industrial espionage and com-
petitive intelligence. What security threats
have you experienced?

It is the industry’s software products
that make us vulnerable to cyberattack [2].
Current vulnerabilities are predominately
in implementation not design. These are
examples of neglect and stem from unan-
ticipated input, incorrect usage of proto-
cols and connectivity, and accepting ven-
dor default settings. Understanding these
vulnerabilities involves chasing down exe-
cution paths and their uncountable large
number of possibilities.

Vulnerabilities abound. There were
5,000 vulnerabilities identified in 2001, and
aaproximately 4,000 vulnerabilities in 2002
alone. The same 30,000 hacker Web sites
support these vulnerabilities. Also, indus-
try dependence on Microsoft products
with its large pool of users and its com-
mon and numerous vulnerabilities greatly
facilitates security intrusion into the
nation’s critical infrastructure, accounting
for 90 percent of all vulnerabilities [3].
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When it comes to trustworthy software
products, Microsoft has forfeited the right
to look us in the face. What vulnerabilities
are you aware of in actual practice?

Future vulnerabilities may find their
way into designs. Security markup lan-
guage initiatives for common authentica-
tion and authorization and those capable
of selective word protection in text are
innovative. However, these efforts are not
validated and there is a lack of research
directed at the end-to-end validation of
Internet services. Can data streaming
through the Internet be tampered with en
route, resulting in a security exposure now
or later?

If you discover a new vulnerability,
what should you do? The reporting of vul-
nerabilities is in disarray. One vendor has
threatened to sue researchers who publi-
cize its security vulnerabilities. The Critical
Infrastructure Protection Board advises
researchers to contact the vendor before
vulnerability is discussed publicly. If the
vendor does not respond, the second place
to contact is the CERT Coordination
Center. Finally, the third place is the
Critical Infrastructure Protection Board
itself. Clearly a single, independent office
should receive all reports and be account-
able for analysis, disposition, status, and
dissemination of vulnerabilities. These
people have invented a strange concept of
responsibility.

Regarding readiness, security must be
designed in; it cannot be bolted on.
Beyond that, there is little consensus on
what it means to be ready. Some of the
industry approaches to readiness are sim-
ply wrong. Some say that security depends
on the people doing the protecting, but
security cannot be outsourced. Some say
security is a journey, not a destination. This
brings to mind the saying, “If you don’t
have a map, any road will do.” Is it the des-
tination that is unknown or the road to
reach it? Many are treating security as a
process improvement activity. After 15
years, industry software process improve-
ment has succeeded in stranding 68 per-
cent of its U.S. practitioners at maturity
Levels 1 and 2, below the threshold of
competent software engineering, which is
Level 3 [4]. Others view security as a risk-
management exercise. Hello! We need to
be secure now if we are to avoid the digi-
tal Pearl Harbor predicted by government
officials.

Architecture and
Trustworthiness
Security spans the industry’s underlying
software architecture [5, 6] and environ-

ment and its inability to field trustworthy
software systems [7]. Industry must make
the technical sacrifices needed to achieve
enterprise security. Security may require
sacrificing certain preferred attributes of
trustworthy software systems. For exam-
ple, openness, interoperability, and modifi-
ability facilitate security intrusions.

In addition, security may require sacri-
ficing certain architectural styles in favor of
those that facilitate ease of deterministic
recovery and reconstitution following a
security intrusion. How many are consid-
ering moving from fat clients to thin
clients? What technical sacrifices have you
made?

Best Practices and Certification
Security spans industry best practices and
certification of processes, people, and
products. The primary software security
focus on industry practices and certifica-
tion must shift from process and people to

product. Industry software configuration
management practice is poor, and patches
are made without adequate testing. Beyond
that, the industry practice is to procrasti-
nate on implementing security patches
because upgrades lead to problems, and
personnel to test and retest are in short
supply. What has been your experience?
What is the typical frequency of release for
your system upgrades?

Private and Public Sector
Security spans the private and public sector
and the tensions between them. It is nec-
essary to trade knowledge for power in
seeking common ground in the public-pri-
vate collaboration. There is a public and
private consensus that industry must take
the lead in addressing security. If the pri-
vate sector does not come up with market-
driven security standards, then govern-
ment will step up its regulatory pace.
However, the government itself has

earned failing grades on security readiness
[8]. In addition, the private sector is reluc-
tant to report security intrusions to the
government due to the Freedom of
Information Act. Has your enterprise
reported any security incidents?

Legislative Directions
Security spans legislative directions with
their unintended consequences that impact
security. It is necessary to revise the leg-
islative actions whose consequences are
impacting national security. Unintended
consequences have accompanied the
Uniform Computer Information
Transaction Act, the H1B High Tech
Immigration Visa Program, the Clinger-
Cohen Act, and the Freedom of
Information Act.

The availability of security liability
insurance might diminish the incentive to
improve the software security infrastruc-
ture. Currently insurers lack actuarial data
on software security, and may demand
compliance with good security practice as
a prerequisite to underwriting insurance.
Software companies often operate as ser-
vices and are not subject to product liabil-
ity. Nevertheless, contractors may be reluc-
tant to support government security initia-
tives without indemnification from third
party liability. Are these topics being dis-
cussed in your organization?

Government Regulatory
Infrastructure
Security spans the government regulatory
infrastructure. An enterprise must consid-
er the security cost and information dis-
closure risk in working with the govern-
ment. National Security Telecommunica-
tions and Information Systems Security
Policy No. 11 requires that all commercial
off-the-shelf products must be certified by
one of several agencies. These are soft-
ware products that process, store, display,
or transmit national security information.
It became effective in July 2002.

Presidential Decision Directive (PDD)
63 is intended to promote cooperation
between industry and government. The
interconnection of the various sectors of
the nation’s critical infrastructure intro-
duces the risk of cascading consequences
following a terrorist attack whether a phys-
ical attack or cyberattack. To counter this
threat, Information Sharing and Analysis
Centers have been created to gather, ana-
lyze, and disseminate information and pro-
mote public-private cooperation. How-
ever, the Freedom of Information Act is
throttling the willingness of industry to
participate fully and share openly.

“The primary
software security

focus needs to shift
from threats and

vulnerability to readiness
and survivability.

Threats are not well
understood.”

Competitiveness Versus Security
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Compliance with PDD 63 is achieved
through vulnerability assessments using
the Information Security Assessment
Training and Rating System administered
by several organizations.

The Government Information Security
Reform Act requires government agencies
to integrate security programs into their
computer network and capital investment
plans. While the price of noncompliance is
a budget cut, heads of government agen-
cies lack the skilled staff to comply.

Business Incentive
Security spans business with its lack of an
essential driving incentive to promote
security. It is necessary to provide effective
mechanisms that tilt the essential business
calculation from cost effectiveness and
competitiveness to trustworthiness, sur-
vivability, and security. Enterprise manage-
ment is driven by quicker, better, cheaper and
cost-effective software practices that
enhance competitiveness while increasing
security risk. Even quality concerns regis-
ter with enterprise management 10 times
higher than security concerns. The high
cost of security readiness and the per-
ceived low probability of impact due to
security intrusion conspire to promote
inaction despite that $13 billion in impact
was attributed to security intrusion in
2001. The enterprise must analyze what is
to be protected and how important it is to
be protected. What needs to be protected
in your organization?

The scope of topics under the security
tent is broad and deep; consequently, there
are no experts. Organizations are now
assigning chief security officers to address
security in an effort to fence off the blame
for this high-risk area. Stovepipe knowl-
edge is increasing with respect to past and
current threats and vulnerabilities, but
understanding and practicing readiness are

lagging. Security threats come from unex-
pected places. This makes risk manage-
ment difficult.

The attempt to get a balanced security
risk-management program leads to
nuanced approaches that look good under
the uncritical light of management review
but buckle under the intense glare of the
factory floor and operating center. A col-
lection of 90 percent approaches does not
yield a 100 percent solution. When there is
order, incremental change and process
improvement can succeed; but when
things are in disarray, the practice of tilting
borderline practices towards a center line
proves inadequate. The antidote for secu-
rity threats is survivability. For enterprises
with software operations at the center of
the nation’s critical infrastructure, nothing
else will do.

Levels of Competitiveness
The government is responsible for pros-
perity, and industry is responsible for
competitiveness. The leading indicators of
prosperity span competitiveness, security,
and infrastructure because without securi-
ty and infrastructure, competitiveness can-
not be achieved [9]. The Council on
Competitiveness in Washington, D.C.,
defines competitiveness “as the capacity
of a nation’s goods and services to meet
the test of international markets while
maintaining or boosting the real income
of its citizens” [10].

In software, competitiveness is
achieved by providing fuel, setting direc-
tion, and controlling the environment,
including personnel resources, customer
satisfaction and added value, competitors
and new entrants, and event threats and
change [11]. There are five levels of glob-
al software competitiveness (see Figure 2):
• Level 1 is the absence of expectation,

achievement, and engagement in the

conversation on global software com-
petitiveness.

• Level 2 is the availability of personnel
skills and resources and their deploy-
ment.

• Level 3 is value to the customer
derived through vigorous competition
for current market niche with mature
products that deliver value and earn
customer satisfaction.

• Level 4 is competing for the future by
setting the industry standard and prac-
ticing reuse and domain architecture
technology to meet it.

• Level 5 is managing change and con-
trolling event threats through strategic
software management that raises the
ability to improve to a core compe-
tence.

Who Pays the Bill?
The government has bought in on the
security problem, but industry has not yet
been sold. Industry appears to treat secu-
rity as either a business challenge or a
business opportunity, but it has not made
a commitment to the essential investment
of infrastructure. There is a public and
private consensus that industry must lead
in addressing security; however, with
industry slow to take the lead, the govern-
ment can be heard rattling its regulatory
sword in the form of standards.

There is an important national debate
on cybersecurity. It centers on who pays
the bill, the private or public sector. On
one hand, the public sector argues that
security and competitiveness move
together, therefore, the private sector
should pay the cost to be competitive. On
the other hand, the private sector argues
that security costs too much, and the
probability of occurrence is too low to
force the investment especially during the
period of economic recovery.

The Trade-Off Factors
As Deming1 taught us, there is no substi-
tute for superior knowledge. The knowl-
edge required in this trade-off revolves
around the practices and factors that
enhance both competitiveness and securi-
ty and those that enhance one at the
expense of the other (see Table 1).

Three types of practices and factors
are used to frame the issue, including
trustworthiness, cost effectiveness, and
survivability. Trustworthiness revolves
around an engineering practice that toler-
ates change and yields dependability of
results [7]. Well-engineered software prod-
ucts are complete, correct, consistent,
conforming, traceable, simple not com-
plex, scalable, predictable, and usable.

Level 4 
Competitor 

Control

Level 5 
Threat 
Control

Level 3 
Customer 

Control

Level 2 
Supplier 
Control

 
Figure 2: Levels of Global Software Competitiveness

 Competitiveness Security 
Engineering Practices  + + 
Dependable Product  + + 
Change Tolerance  + - (Ease of  Change) 
Cost Effectiveness  + - (Foreign Nationals, COTS)
Deep Community Relations  + - (Collaborative  Research) 
Personnel Management  - (Personnel  Turnover) - (Personnel  Turnover) 
Survivability  - (Resist, Recognize, Reconstitute) + 

Table 1: Trade-Off Factors
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Dependable software products are avail-
able, reliable, predictable, tested, defect
free, fault free, failure free, stable, private,
and safe. Well-engineered software prod-
ucts are also change-tolerant and are
adaptable, extensible, interoperable, modi-
fiable, and open.

Cost-effective production is driven by
a variety of factors involving personnel
resources and skills and development
environment and its process, methods,
and tools. Specifically, there has been a
heavy dependence on several approaches,
including using foreign nationals and off-
shore outsourcing, the incorporation of
commercial off-the-shelf products, the
deepening of community relations
through collaborative research, and the
management of personnel factors, in par-
ticular personnel turnover.

Survivability spans the resistance to
cyberattack, the recognition of a cyberat-
tack, and the reconstitution of enterprise
software operations following a
cyberthreat or cyberattack [12].
Survivability is achieved through the right
blend of function, form, and fit. Function
includes user authorization, access con-
trol, encryption, firewalls, proxy servers,
normal operation monitoring, backup and
shadow operations, data and program
restoration, and disaster recovery. Form
includes dispersion of data, diversification
of systems, rules of construction, state
data isolation, disciplined data, intrusion
usage patterns, virus scans, internal
integrity, secure state data monitor, excep-
tion handlers, full system state architec-
ture, minimum essential function, and iso-
lation of damage. Fit includes adherence
to loading limits, predictable response, no
memory leaks, rate monotonic scheduling,
timeline or event-driven scheduling, mon-
itor memory management, timeline pre-
dictability, watch-dog timer, and full sys-
tem predictability.

Leading indicators are identified for
each practice and form the basis for the
trade off that is structured along the fol-
lowing lines:
• Engineering practices and dependable

product factors enhance both compet-
itiveness and security.

• While change tolerance and ease of
change benefit competitiveness, they
also provide easy access for those with
malevolent intent.

• While cost effectiveness benefits com-
petitiveness, some of the means for
achieving it present security exposures.
Foreign nationals are skilled and cheap
[13, 14]; however, they possess the
means in the form of superior knowl-
edge and access to intrude on the

nation’s critical infrastructure, and they
lack allegiance to the United States.
Commercial off-the-shelf products
provide quick and cheap solutions [15,
16]; however, they are produced with
unknown work forces using unknown
practices that yield unknown trustwor-
thiness – a security exposure.

• While collaborative research with
appropriate intellectual controls is nec-
essary to achieve high maturity in com-
petitiveness, this same knowledge
could be used to launch a highly intel-
ligent security intrusion.

• Personnel turnover impacts both com-
petitiveness and security; deep domain
knowledge must be kept intramural.

• Survivability practices essential for
security impact competitiveness
through added cost, product inconve-
nience, and increased complexity.
The leading indicators (see Figure 3)

selected to characterize the practices and
factors of competitiveness and security
are drawn from the attributes of trustwor-
thy software systems [7], global software
competitiveness [17, 18], and cybersecuri-
ty survivability [12, 19].

A Web-based scoring and analysis tool

is being used to assess the impact of trust-
worthiness, cost effectiveness, and surviv-
ability practices and factors on competi-
tiveness and security. Using this tool, the
factor impact analysis was conducted to
analyze the behavior of trustworthiness,
cost effectiveness, and survivability (see
Figure 4). To demonstrate the use of the
tool, a set of notional quick-look scores is
postulated for commercial, Department
of Defense, industry, and government
(see Table 2 on Page 28). Participants are
asked what scores they would assign each
practice and factor and are invited to exer-
cise the tool to complete the analysis [20].

Each practice and factor is rated from
low to high on a scale of one to five. The
expressions used to evaluate competitive-
ness and security derives an average of the
factors, not weighted. Negative factors
shown in Table 1 are adjusted by subtract-
ing the score for the factor from six effec-
tively mapping the one-to-five scale to a
five-to-one scale.

The expressions used to evaluate com-
petitiveness and security are:

competitiveness=
(engineering+dependable+change+
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Figure 4: Competitiveness Versus Security Trade off

Engineering Practice
• Complete
• Correct
• Consistent
• Conforming
• Traceable
• Low Complexity
• Scalable
• Predictable
• Usable

Dependable Product
• Available
• Reliable
• Predictable
• Tested
• Defect Free
• Failure Free
• Fault Free
• Stable
• Private
• Safe

Change Tolerant 
• Adaptable
• Extensible
• Interoperable
• Modifiable
• Open

Foreign Nationals and 
Outsourcing

• Immigration Policy
• Domestic Outsource
• Offshore Outsource

Commercial Off-the-Shelf 
• Reuse Technology Practice
• Product Line Practice
• Domain Architecture

Deep Community 
Relationships  

• Collaborative Research
• Government Research
• University Research

Personnel Management
• Open Requisitions
• Personnel Turnover
• Staff Churn

Survivability 
• Resistance
• Recognition
• Reconstitution

Leading Indicators of 
Competitiveness and Security

Figure 3: Leading Indicators
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foreign+cots+research+
(6-personnel)+(6-survivability))/8

security=
(engineering+dependable+

(6-change)+
(6-foreign)+(6-cots)+(6-research)+

(6-personnel)+survivability)/8

While both are essential, it is clear that
competitiveness and security travel on
separate paths that do crisscross and over-
lap at certain points. This competitiveness
versus security trade-off may be tilted
toward competitiveness thereby exposing
the nation’s critical infrastructure to pre-
dictable security threats.

Survivability
The nation’s software infrastructure is
fragile. When it is targeted by a competent,
determined attacker, it may collapse.
Those who bring their A-game may be
able to reconstitute software operations;
others will not.

Survivability spans the resistance to
cyberattack by improving the software
infrastructure, recognizing a cyberattack
by sharing information on threats and vul-
nerabilities, and reconstituting enterprise
software operations following a cyber-
threat or cyberattack by ensuring continu-
ous operations, switching over, and
restarting critical operations. Survivability
is achieved through the right blend of
function, form, and fit (see Table 3).

The game plan is a software surviv-
ability policy that begins by forging a
shared vision on the nature of the threat,
vulnerabilities, and readiness. This vision
assumes that threats continuously evolve,
vulnerabilities are large and growing, criti-
cal assets are under continuous attack by
insiders and outsiders, attacks are targeted
and persistent and directed at both system
and application, threats and vulnerabilities
are outside the control of the enterprise
and not fully knowable, and survivability
strategies must be independent of threats
and vulnerabilities.

The policy establishes a readiness
framework for achieving software surviv-
ability, one that organizes and orchestrates
the layers of security by making an explicit
commitment for inaction or action based
on security costs exceeding intrusion costs,
adopting best security practices in order to
avoid lawsuits, performing due diligence in
resistance and recognition in order to pro-
tect the business enterprise, ensuring the
continuous operation of the critical infra-
structure through reconstitution, and con-
trolling the disclosure of information to the
government and to attackers (see Table 4).

Conclusion
When it comes to security, knowledge
must replace both power and money as
the coin of the realm. Both government
and industry have responsibilities to rec-
oncile the conflicting factors encountered
in seeking both competitiveness and secu-
rity. While the government cannot make
us safe from cyberattack, it can tilt the
business calculation toward security
through tax credits, insurance mecha-
nisms, and selective indemnification
designed to incentivize readiness. Since
the industry’s software products make us

vulnerable to cyberattack, industry must
make the sacrifices needed to achieve
security by rebalancing its cost effective-
ness tactics and ensuring the readiness and
survivability of software products.◆
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